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Rationality

Logical ↔ Intuitive

Reasoned ↔ Creative

Dispassionate ↔ Emotional

Machine ↔ Human?
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The First Computer Revolution

‘The computer revolution is a revolution in the way we 
think and in the way we express what we think. The 
essence of this change is the emergence of what might 
best be called procedural epistemology – the study of the 
structure of knowledge from an imperative point of view, 
as opposed to the more declarative point of view taken by 
classical mathematical subjects. Mathematics provides a 
framework for dealing precisely with notions of “what is.” 
Computation provides a framework for dealing precisely 
with notions of “how to.”’

Abelson and Sussman, 1985
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Procedural Epistemology

Algorithms:
• Start with input data,

• Follow a sequence of steps, where

• Each step follows well-defined rules, and

• The sequence terminates with a conclusion.

If you further limit the data to a 
discrete set, then algorithms are 
equivalent to Turing Machines.
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Turing Machine designed by Mike Davey
Photo by GabrielF - Own work, CC BY-SA 3.0 



Human Rationality

Rational process: step-by-step reasoning 
using clearly explicable rules of logic.

Bounded rationality: Humans are not 
actually very good at this!

But computers are! 
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Herb Simon, circa 1981



The Second Computer Revolution
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LLMs:
• OpenAI: GPT 3.5, 4 (ChatGPT)
• Google: PaLM (Bard)
• Meta: LLaMa
• Various: BLOOM
• Baidu: Ernie Bot
• Anthropic: Claude
Text-to-Image:
• DALL-E-2,3
• Stable Diffusion
• Midjourney
• …

Are these foundation 
models usefully 
understood as 

rational machines?



My Essential Claim

The new machines are not about 
procedural epistemology.
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Rationality

Logical ↔ intuitive

Reasoned ↔ creative

Dispassionate ↔ emotional

Machine ↔ human?
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They make stuff up.
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Théâtre D’opéra Spatial
2022 Colorado State Fair Grand Prize

Jason Allen via MidjourneyDALL-E 2, 
prompted by 
Boris Eldagsen. 
Selected for Sony 
world 
photography 
award 2023, 
Open Creative 
Category. 
Eldagsen 
declined the 
prize.

Is it hallucination or creativity?



Stochastic Parrots?
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They make mistakes.

https://arstechnica.com/information-technology/2023/09/c
an-you-melt-eggs-quoras-ai-says-yes-and-google-is-sharing-t
he-result/
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Melting eggs by 
DALL E 2.

https://arstechnica.com/information-technology/2023/09/can-you-melt-eggs-quoras-ai-says-yes-and-google-is-sharing-the-result/
https://arstechnica.com/information-technology/2023/09/can-you-melt-eggs-quoras-ai-says-yes-and-google-is-sharing-the-result/
https://arstechnica.com/information-technology/2023/09/can-you-melt-eggs-quoras-ai-says-yes-and-google-is-sharing-the-result/


They make mistakes.

GPT-4: Asked to simplify:

This is incorrect.

12Bubek, et al.,. arXiv:2303.12712v1 [cs.CL] 22 Mar 2023



They make mistakes.

GPT-4: Asked to break down the steps:
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Bubek, et al.,. arXiv:2303.12712v1 
[cs.CL] 22 Mar 2023



14Bubek, et al.,. arXiv:2303.12712v1 [cs.CL] 22 Mar 2023

This is all wrong, but 
in a surprisingly 
plausible way.

Within the duration of one year, a rabbit population first 
multiplies itself by a factor a and on the last day of the 
year b rabbits are taken by humans for adoption. 
Supposing that on first day of the first year there are x 
rabbits, we know that exactly 3 years afterwards there will 
be a population of 27x – 26 rabbits. What are the values 
of a and b?

Makes an implicit 
assumption that the 
equation has a solution.

This is correct.



The Facts

The mistakes made by GPT-2, GPT-3, and GPT-4 look 
to me like those I might expect from a 4-year old, a 
15-year-old, and a graduate student, respectively.
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Follow Up
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Human: Note that the above question can be alternatively formulated 
as a question about a function which is composed with itself three 
times. Can you provide an alternative formulation of the question?

GTP-4 : Yes. We could say that we are looking for values of a and b 
such that if f(x) = ax - b, then f(f(f(x))) = 27x - 26.

Bubek, et al.,. arXiv:2303.12712v1 [cs.CL] 22 Mar 2023



Key Insight
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The computer is not doing algorithmic thinking.  Its concept of 
numbers does not rely on nor use the arithmetic hardware in the 
machines. It does not use symbolic algebra systems.

It is just predicting tokens!

Bubek, et al.,. arXiv:2303.12712v1 [cs.CL] 22 Mar 2023



Emergent Properties

From a token prediction engine, what emerged was:
– Reasoning

– Arithmetic

– Mathematics

– Computer programming

– Creativity

– …
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Are these the 
foundations of 

intelligence or the 
results of intelligence?



What does this tell us about our efforts to regulate?

• Algorithmic transparency.

• The right to an explanation.
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Knowing the operations that are done by the computer does not 
help a human to determine whether an output is justified.

The operations done by the computer, despite being “rational,” do 
not provide what we would call an “explanation.”



Deep Neural Networks (DNNs) 
as Realized on Today’s Computers

How useful is it to know the algorithm?
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Image by BrunelloN CC-BY-SA 4.0

The input:
• Prompt
• Image
• Essay
• Case data
• Loan application
• …

The output:
• Answer
• Classification
• Essay
• Image
• Verdict
• …



The Experts Say:
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Sebastian Bubek, TED Talk, 2023



The Right to an Explanation
What is an explanation?

Answer the question: “Why?”
• Start with the input data,

• Give a sequence of logical deductions, where

• Each deduction conforms with rules of logic, and

• The sequence terminates with the conclusion.

But an explanation in terms of billions/trillions/quadrillions of 
arithmetic operations is not useful to humans.
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Explanations in Terms of
Human Rationality

Rational process: step-by-step reasoning 
using clearly explicable rules of logic.

Bounded rationality: Humans are not 
actually very good at this!

We can handle only a few steps
and very limited data.
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Herb Simon, circa 1981



So, how can we find an explanation?
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Humans are Very Good at 
Synthesizing Explanations

A study of Israeli judges hearing parole 
cases found a high correlation between 
denying parole and the time since the last 
food break.

None of these judges would have any 
difficulty providing a “rational explanation” 
for their decision. It would not include 
anything about the time since a food break.
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Danziger, Levav, and Avnaim-Pesso. “Extraneous Factors in Judicial
Decisions.” Proceedings of the National Academy of Sciences of the USA (2011).
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A prediction I made a year ago…

As soon as we have enforceable laws that demand an 
explanation, researchers will train an AI to provide a 
“convincing explanation” for any decision.
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How to Design Such an 
Explanation Machine

Machine 1: Train a DNN so that given case data and a decision, it 
synthesizes an explanation.

Machine 2: Train a DNN so that given a decision and an 
explanation, it decides whether the explanation was generated 
by a machine or a human.

Then pit these two machines against one another (a method 
called Generative Adversarial Networks, GANs)
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How to Design Such an 
Explanation Machine

Machine 1: Train a DNN so that given case data and a decision, it 
synthesizes an explanation.

Machine 2: Train a DNN so that given a decision and an 
explanation, it decides whether the explanation was generated 
by a machine or a human.

Then pit these two machines against one another (a method 
called Generative Adversarial Networks, GANs)

28

Fine tune an LLM



Possible (and Risky) Uses of Explanation Machines
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Input:
• Case data
• Verdict: Convict

Input:
• Case data
• Verdict: Acquit

Explanation 
for 

acquittal

Decision

Is the decision here a scoring of the DNNs or a verdict on the case?

Explanation 
for 
conviction



How Do Humans
Make Decisions?

System 1: Intuitive, quick, inexplicable decision making.

System 2: Rational decision making.

Only when system 2 dominates does the true origin of 
the decision correspond to a rational explanation.

30
Daniel Kahneman in 2009
Photo by nrkbeta, CC-BY-SA 3.0



How Do Humans
Make Decisions?

System 1: Intuitive, quick, inexplicable decision making.

System 2: Rational decision making.

For system 1, the only accurate “explanation” 
we have is that millions of neurons fire.

31
Daniel Kahneman in 2009
Photo by nrkbeta, CC-BY-SA 3.0



How Do Humans
Make Decisions?

System 1: Intuitive, quick, inexplicable decision making.

System 2: Rational decision making.

Deep Neural Networks are more like 
System 1 than System 2.

32
Daniel Kahneman in 2009
Photo by nrkbeta, CC-BY-SA 3.0



The difference between an 
algorithm and an explanation

Explanation:

• Start with the input data,

• Give a sequence of logical 
deductions, where

• Each deduction conforms with 
rules of logic, and

• The sequence terminates with 
the conclusion.

Algorithm:

• Start with input data,

• Follow a sequence of steps, 
where

• Each step follows well-defined 
rules, and

• The sequence terminates with a 
conclusion.
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An explanation is a short algorithm where the 
well-defined rules are socially agreed upon.



Conclusions

• We have entered a second computer revolution.
• The rational capabilities of the foundation models are an 

emergent property, emerging from prediction.
• The algorithmic operations of the underlying computers (from 

the first revolution) are incidental.
• Intelligence may be rooted in prediction, not rationality, which 

appears to be an emergent property.

We need to rethink how to live with these machines.
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A related recorded 
talk at the Digital 
Humanism 
Summer School, 
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Embodied Cognition
Perhaps this is the fundamental difference?

“The mind simply does not exist as something decoupled from 
the body and the environment in which it resides.”

[Thelen, E., 2000: Grounded in the world]

True AI will arise from cyber-physical
systems and cyber-human systems,
not pure cyber ones.

36

Esther Thelen (1941—2004) 
Developmental psychologist,

Indiana University, pioneer of embodied cognition.



On the Machine Side of Coevolution
Embodied Robotics

The machines have 
mastered natural 
language.

The next step is to 
master navigating in the 
physical world.
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Courtesy of Josh Bongard


