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The Turing is the UK’s national institute for data science and Al
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Women in Al: the existing numbers

Facebook’s Al workforce Google’s Al workforce

The Gender Imbalance in Al Research Across 23 Countries
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Taiwan 73.91%
| Netherlands 79.17%

| \ | France 8512%

‘ Denmark 85.29%
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Japan 85.71%

China 85.93%

USA 86.57%

Singapore 87.88%

y 4 T i South Korea 87.93%
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i =il - Women o Canada 89.61%
Italy 90.00%
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Spain  91.20%

Israel  91.80%

United Kingdom  91.81%

Germany 92.42%

Australia 92.50%

Belgium 92.86%

Figures 3 and 4: Facebook’s and Google's Al workforces, respectively. Sources: Company reported India 94.445%
Finland 9565%
statistics, 2018 (see Simonite, 2018). Sweden 100.00%
ELEMENT" *Among 4000 researchers who have been published at the leading conferences NIPS, ICML or ICLR in 2017

Figure 6: The Gender Imbalance in Al Research across 23 countries. Source: Estimating the Gender

Ratio of Al Researchers Around the World (Mantha and Hudson, 2018).
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Amazon ditched Al recruiting tool that
favored men for technical jobs

| ] Ehe New Nork Eimes

Discrimination Complaints

Specialists had been building computer programs since 2014 to B Y
review résumés in an effort to automate the search process r

algorithm, which is used to determine applicants’ creditworthiness.

Amazon’s machine-learning specialists uncovered a big problem: their new ‘
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Al Chatbot Shut Down After Learning to Talk
Like a Racist Asshole

Imitating humans, the Korean chatbot Luda was found to be racist and
homophobic.

By Junhyup Kwon ® By Hyeong Yun
SEOUL, KR SEOUL, KR
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A prominent software developer said on Twitter that the credit

card was “sexist” against women applying for credit.

Jennifer Bailey, vice president of Apple Pay. Regulators are investigating Apple Card's
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Apple Card Investigated After Gender

IDEAS + THE ART OF OPTIMISM

Artificial Intelligence Has a Problem With
Gender and Racial Bias. Here's How to Solve It

Oprah Winfrey
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Technology

UK passport photo checker shows
bias against dark-skinned women

By Maryam Ahmed
BBC News
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An Intersectional Definition of Fairness
Important data about women and

girls is incomplete or missing.
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ns machine learn= 1) A critical analysis of the consequences of interscctionality
EXPOSING al intelligence systems that are informed by the in the particular context of fairness for Al,
framework of intersectionality, a critical lens arising from the ) Thee novel faimess metrics: differential faimess (DF)
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pstick on a Pig:
Debiasing Methods Cover up Systematic Gender Biases
in Word Embeddings But do not Remove Them
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TECHNOLOGY SHOULD
SERVE ALL OF US. NOT JUS

Abstract

Word embeddings are widely used in NLP
for a vast range of tasks. It was shown that

swer the analogy “man is to computer program-
mer as woman is to X" with “x = homemaker”.
Caliskan ct al. (2017) further demonstrate associ-
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How Britain Discarded Women
Technologists and Lost Its
Edge in Computing
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word embeddings derived from fext corpora
reflect gender biases in society. This phe-
nomenon is pervasive and consistent across
different word embedding models, causing se-
rious concern,  Several recent works
this problem, and propose methods for sig:
cantly reducing this gender bias in word em-
beddings, demonstrating convincing results.
However, we argue that this removal is super-
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ation between female/male names and groups of
words pi gned to f
(eg. arts vs. science). In addition, they demon-
strate that word embeddings reflect actual gender
aps in reality by showing the correlation between
the gender asso on of occupation words and
labor-force participation data.

Recently, some work has been done to reduce
the gender bias in word embeddings, both as a

bias defi- post-processing step (Bolukbasi et al., 2016b) and
DlSCRIMlNATING SYSTEMS hiding the as part of the training procedure (Zhao et al.,
- i i z bias infor- 2018). Both works substantially reduce the bias
= nate nA ;A:I}::Ee?: with respect to the same definjtion: the projection
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We have broken down the problem into three
interrelated research areas:

1. Mapping the participation of women in data
science and Al in the UK (and globally)

2. Diversity and inclusion in workplace cultures

3. Bias in the design of Al The _
Alan Turing

Institute
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“Describe what you can bring to this company.”




Mapping the gender job gap in Al: what did we find?

Diverging career trajectories

% of people with at least one skill in different data and Al fields
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Figure 1: Percentage of people with at least one skill in different data and Al fields. Numbers in brackets

represent the gender gap (female/male).



Mapping the gender job gap in Al: what did we find? (2)

Job turnover and attrition rates

Average duration in role Average total experience by industry
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Figures 17 and 18: Average duration in role by industry, and average total experience in industry by

gender, respectively.



Mapping the gender job gap in Al: what did we find? (3)
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Case Study: Participation in online Data Science platforms
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Figure 7: Estimated gender composition of frequently used online data science platforms (May 2019).



(Some) Policy Recommendations

The world's tech companies must improve their level of reporting regarding diversity
and inclusion.

They must also mandate responsible gender-sensitive design and implementation of
data science research and machine learning.

Countries need to take proactive steps to ensure the inclusion of women and
marginalised groups in the design and development of machine learning and Al
technologies.

Companies in the tech sector must embed intersectional gender mainstreaming in
human resources policy so that women and men are given equal access to well-paid jobs
and careers.
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THE DIGITAL REVOLUTION:
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